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We describe a new cavity definition protocol that yields accurate solvation energies and electrode potentials
for selected oxoanions, X@-, including some for which other cavity protocols do not perform well enough.

In this new definition scheme with cavities made of interlocked atomic spheres, the radii are given by simple
empirically based expressions involving effective atomic charges of the solute atoms that fit the solute molecular
electrostatic potential and a bond length-dependent factor to account for atomic size and hybridization. The
scheme shows substantial qualitative differences from other previously proposed schemes, for example, by
assigning a large radius to the central atom of the oxoanions. This difference is put on a firm theoretical basis
in the case of N@ through an analysis of the molecular electrostatic potential of the nitrate ion and an
analysis of its interaction with a “solvent” water molecule. Despite a large positive partial charge assigned to
nitrogen in the nitrate ion, the water solvent molecule continues to act as an H-bond donor in the region of
the central N atom as a result of the electrostatic potential of the anion, although the mitxtee interaction

in that region is weaker than near the terminal O atoms. From these results, we surmise that the solvent
molecules remain further away from the nitrogen atom, a finding that is consistent with the large radius
assigned by the new scheme for nitrogen. The same qualitative feature holds true for all of the oxoanions

considered here.

I. Introduction wave function-based molecular orbital (MO) theories. Compu-
f tational protocols such as the G1, G2, and G3 protécolsave

There is interest in our laboratories in the development o : .
P been developed; these are widely followed because of the high

computer models that will allow the characterization of the ~~*. - o .
thermal and radiolytic degradation of high-level wastes (HLW) likelihood that the calculated data will fall within the estimated
that are byproducts of nuclear materials processiigchanistic accuracy of the model.
probe experiments are being applied to gain fundamental insight  Similarly, models of solvation based on a dielectric continuum
into mechanisms that operate during thermal and radiolytic representation of the solvéft! combined with MO and DFT
degradation. Concurrently, the methods of computational elec- theories have become widely used to calculate free energies of
tronic structure are being applied because they have the potentiaSONation for solutes in various solvents. Their applications are
to provide structural and energetic data that are needed in thesimple, practical, and computationally inexpensive. For the more
models and for which experimental data is either lacking or elaborate schemés;'® reported mean errors are on the order
hard and costly to obtain. The electronic structure and propertiesof a few tenths of a kcal/mole for the test sets of neutral solutes,
of intermediates in aqueous media, including thermochemical albeit near~4 kcal/mol for the smaller test sets of ions.
properties such as acidityKf), redox potentials §°), and Unfortunately, in our attempt to apply these models to oxoanions
reaction energiesAH and AG), are properties of interest, as and other ions, we at times experienced errors that were too
are mechanisms and pathways for redox reactions of organiclarge in light of the needed accuracy. In part, this may be due
compounds and their rate constants under various conditions.to estimate of the hydration energy of the proton that have
Both experiments and computations aim at obtaining key kinetic changed since the development of these models. The hydration
data and thermodynamic properties related to thermal reactivity energies of ions are tied inextricably to the hydration energy of
so that rate-controlling and product-forming reactions can be the proton such that ion energies have also chattjEderefore,
predicted. to improve our capabilities, we decided to revisit one selected
Modern computational chemistry provides practical methods aspect of these models, mainly, the definition of cavities.
that permit calculations of energetics, structures, and properties | o. Apout Dielectric Continuum Models. In the dielectric
with near chemical accuracy for reactions involving organics continuum approaches to solvation, the solute resides inside a
in the gas phasé&.® The methods based on functionals of the cayity carved into the continuum, and the sofuselvent
density>” (DFT), in particular, those that include a contribution  jnteraction is most often mimicked by partial charges at or near
from the Hartree-Fock exchange interactidif,provide simple e cavity boundary induced by the electrostatic potential or
yet accurate modefs; albeit not quite as accurate as the best oo irostatic field of the solute molecule. In turn, the induced

. - — charges and/or dipoles create an external potential acting on
* Corresponding  authors.  E-mail: donald.camaioni@pnl.gov, . L .
michel.dupuis@pnl.gov. the quantum mechanical solute. This is the self-consistent
T University of Notre Dame. E-mail: Bentley.1@nd.edu. reaction field (SCRF). Several SCRF models have been
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developed and implemented in computer programs over thedemand smaller radii that make the cavity smaller! In a similar
years, including Onsager's SCRF by Rinaldi etland vein, when applying models that use isodensity surfaces to
Karelson et al/ the polarizable continuum model (PCM) of define the solute cavity, anions require a larger value of the
Tomasi and collaboratofg the solvation models (SM5) from  density contour than neutral species do to get good “agreement”
Cramer and Truhla¥ the conductor-like screening model with experimental result¥:*! Here again the anions that are
(COSMO) from Klamt and Schuurmanf,the surface and  commonly described as larger than the neutral parent species
volume polarization for electrostatics model (SVPE) from require a smaller cavity, and this is simply to increase the
Chipmar?! and SS(V)PE methods that simulate SVA2E2 For strength of the electrostatic response of the continuum medium!
recent reviews of this field, see refs 10 and 11. These two points are a vivid demonstration of the limitations
Most modern SCRF methods use a m0|ecu|e_shaped Ca\/ityOf schemes based on van der Waals’ radii for CaVity definition,
in contrast to the earlier implementations of Onsager's SCRF at least for ions.
that used spherical or ellipsoidal cavitiés’ The rationale is We note that perhaps the most widely used set of radii,
that molecule-shaped cavities are more realistic and thereforepresumably because of their availability as default values in
should yield more accurate free energies of solvation. In many the Gaussian series of computer cotfess the UAHF set
cases, the molecule-shaped cavity is constructed from inter-proposed by Barone et.dF as previously mentioned. Their
locked spheres with appropriately chosen radii and centered onproposal represents one attempt to capture some features of the
the atoms. In some cases, the cavity is chosen as a 3D isodensitglectronic structure of the solute in the definition of the radii
surface of the electron dens#y The isodensity-based cavity by taking into account, for example, the hybridization state and,
may be adjusted during the SCRF calculation because thein the case of ionic solutes, the formal charge of the solute. In
electron density depends on the reaction field from the these authors’ scheme, larger formal atomic charges, positive
continuum, which in turn depends on the partial charges and/ or negative, give rise to smaller radii. The “electronic structure”
or dipoles induced at the cavity boundary by the solute electron of the solute is interpreted formally however, only in the sense
density. In some respects, it can be argued that an isodensitythat it is based solely on the chemical formula of the solute. As
surface gives an even more realistic representation of aaresult, the fidelity of the “real” electronic structure of the solute
molecular cavity than interlocked spheres because it is a morecan be poor. For ozonide,sQ as an example, the UAHF rules
faithful representation of the molecule. However, hydration of assign'/z of an electron to each of the oxygen atoms, and an
the oxoanion occurs with strong and specific watgolute ab initio population analysis indicates a small positive atomic
interactions that may not be simulated well by an isodensity- charge on the central atom and/, of an electron on each of
shaped cavity that does not somehow account for how waterterminal oxygen atom. A similar assignment results in fact from
interacts with the soluté, fitting the molecular electrostatic potential with effective atomic
I.B. About the Cavity Definition. The main issue associated charges. Other interesting proposals that capture some aspects
with these molecule-shaped cavity models is the selection of Of the solute electronic structure are those by Smith and*Hall
the atomic radii or the value of the electron density for which and Das'*who suggest defining the solute cavity as the loci of
the isodensity surface is constructed. In this paper, we use theminimum interaction energy between the solute and a probe
interlocked sphere cavity model as our starting point. Several solvent molecule. Part of our analysis below in support of our
suggestions exist for the atomic radii for continuum solvation own findings will in fact point to the solutewater interaction
models. Standard Borfiand Pauling’ radii scaled by a factor ~ @s an important descriptor for solvation models.
of 1.2 have been used extensively early in the application of The present research is focused on a single class of species,
these models, although a uniform scaling has been shown tooxoanions, for which we are in need of predictive and consistent
fail at times, as in the case of the glycine zwitteri8i©rozco computational capabilities with a high level of accuracy. To
and Luqué?® proposed a uniform scaling of 1.2@.15 for ions, this end, we obtained fitted expressions for the atomic radii to
and Bachs et & proposed another uniform scaling of 1-20 reproduce the experimental free energies of solvation for a small
1.25 for neutral species. Truong and Stefandtielso proposed  training set using the effective atomic charges of the solute
a modified set of radii to obtain improved agreement with atoms that fit the solute molecular electrostatic potential and a
experimental solvation energies for a limited set of molecules, bond length-dependent factor to account for atomic size and
but these radii are not radically different than several of the hybridization. In light of the novelty transpiring from this
other suggested radi.Robustness remains elusive for ions for empirically based protocol, we interpreted our results by
essentially all of the proposed schemes, with regards to establishing a connection between the radii and several aspects
providing a consistently high level of accuracy, as noted by of the electronic structure of solutevater complexes. As an
Cappelli et aPf3 example, the new scheme yields a large radius for the central
Among the various schemes that have been proposed, severadtom in the oxoanions, X@~, under consideration here. We
of thent334-3% include a dependency of the atomic radius on extracted a theoretical basis for this finding in the case of the
the atomic charge of the atom. The rationale for such an idea Nitrate ion by characterizing the interaction of a nitrate ion with
can be gained from calculations (using the COSMO model, for & water molecule. This analysis is provided below.
example) for small ions Q OH~, and HO™. Default values I.C. About Standard-State Conventions Before going into
of the radii originating from the Bondi s¥tyield solvation the presentation of our research, it is essential to state at the
energies that underestimate the magnitude of the experimentaktart the convention used throughout this work with regard to
values for these ions. Making the radii smaller greatly improves the various contributions included in the calculated free energies
the calculated free energies of solvation, as is done with the of solvation. The ab initio calculations yield the electrostatic
UAHF schemé? This finding is striking and raises questions contribution in the context of the selected continuum model.
about the conceptual linkage between radii for solvation Beyond this contribution there is a cavity/dispersion term that
calculations and van der Waals’ radii. Indeed, the anions are represents the energy cost of creating the cavity in the medium
commonly described as “larger” than the neutral parent species,and the dispersion interaction of the solute with the solVeHht.
yet the continuum models, at least when the solvent is water, Finally, there is a correction term arising from the standard-
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state definition in the gas phase and in the solution pffa§e.  levels of theory and of renormalization schefiesvealed that
Corrections are required because solvation free enery®g) the 6-311#-G**/COSMO-PCM/B3LYP/(ICOMP= 2) level of
are computed for the hypothetical process of transferring a theory (available both in Gaussian 98 and in HONDO-2802
species from a fixed position in the gas phase to a fixed position gave excellent results. Furthermore, two critical findings were
in the solution phase, which is equivalent to using the same first that a renormalization step is imperative (notably for O
standard states for gas and solution ph43emwever, experi- and @, where charge escaping the cavity is 0.4 to 0.5 of an
mental data typically are reported using different standard stateselectron and the renormalization correction amounts to 4 kcal/
for gases, solutes, and liquids. We use throughout this work mol for O,~ and 8 kcal/mol for O; no method was able to
the following standard-state definitions: concentrations of gas- produce agreement with experiment for these species without
phase species are those corresponding to an ideal gas at 1 atmorrection) and second that the uniform charge renormalization
of pressure and 298 K, solutes are in ideal solutions with scaling ICOMP= 2 remains on average within 0.2 kcal/mol
concentrations fol M (298 K), and water is an ideal liquid and never more than 0.4 kcal/mol away from the supposedly
with a mole fraction of 1. ThereforeAGs* is different from “petter” ICOMP = 4 schemé? A detailed discussion of the
AGg® by —1.9 kcal/mol for solutes ane4.3 kcal/mol for liquid charge escape data is beyond the scope of this paper. A complete
water#® As such, the computed free energies of solvation that comparative report is in preparation.
we discuss in this paper are directly comparable to experimental A radius scaling factor ALPHA= 1.0 was used throughout
data. Experimental data used in what follows have been derivedin our fitting proceduresl whereas the UAHF protoc0| uses
from measurements reported in the literattfé® and, when ~ ALPHA = 1.213 Gas-phase structures, optimized at the B3LYP/
needed, from a value of the free energy of solvation of a proton 6-311+G** level, were used initially to define cavity radii that
AGs’(H") equal to—264.0 kcal/mof4 reproduced the experimental hydration free energies. Then,
In what follows, we describe our new protocol that yields solute geometries were optimized using the solvation model with
accurate solvation free energies of several oxoanions and relatedhe corresponding radii. The changes in geometries and the
neutral species, including Q O,~, O, O37, NO,~, HCO, ™, resulting changes in total free energies (including nonelectro-
NOs~, CIOy™, O3, NOy, CO,, CIO,, SO (these as part of the  static contributions) were small and in most cases negligible
training set), CI@~, CIO,~, CO,~, CO;7, and SQ~ (these (Supporting Information). The most notable changes were found
outside the training set). In sections Il and IIl, we describe and for HCO,~, ClO,, and CIGQ: —0.6,—0.1, and—0.4 kcal/mol,
discuss the fitting procedure. In sections IV and V, we define respectively. Increasing the central cavity radii for these solutes
the working protocol and demonstrate its performance for by 0.04, 0.03, and 0.02 A, respectively, was sufficient to offset
oxoanions that are not in the training set. We show that these changes and regain agreement with the experimental
calculated solvation energies using the new empirically based hydration free energies. The calculations were carried out with
atomic charge/atomic radius relationships lead to more satisfac-the Gaussian-98 cod&®%566 the NWChem codé&’ and the
tory agreement with experiment for these species. Our fitted HONDO-2002 codé® For the Gaussian-98 program, the
expressions yield radii for the terminal oxygen that get smaller minimum number of tesserae was set to 576 tesserae/sphere
for larger atomic charges. At the same time, these expressionfTSNUM = 576). For HONDO and NWChem, settings of
yield radii assigned to the central atoms in these oxoanions thatMINBEM = 3 and MAXBEM = 3 were used.
are much larger than those assigned by any other scheme. This preliminary calculations of the solvation energy of ozonide
is a feature that emerges naturally from the fitting procedure |ed us to consider defining the radR¢) of the terminal oxygen
and represents a departure from any other proposal. We discusgtoms in oxoanions as a function of their partial atomic charges
ion complex in support of this unique feature. The results of agreement with experiment. These considerations ultimately led
these computations substantiate our findings and indicate thatig a three-step procedure in which we (1) determined the
our new empirically based scheme embodies some essentiale|ationship between the atomic charg€s) of O-, O,~, and
features of solutesolvent interactions. We give a summary and o, to the O radii Ro) that reproduce experimental agueous

conclusions in section VII. solvation free energies, (2) used this relationship toRixfor
o . o terminal oxygens in several polyatomic oxoanions and related
II. Fitting Procedure for New Cavity Definition Scheme neutrals and then determined the ra&) of the central atoms

that best reproduce the experimental aqueous solvation free
energies, and (3) correlated theBg values with quantum
descriptors (i.e., partial atomic chargedx{ and interatomic

We determined the relationship between atomic charges and
radii to fit calculated solvation energies to experiment using an
accurate level of theory, mainly spin-unrestricted B3LYP/6- .
311-G* with the COSMO methoft (labeled as CPCM in  JiStances (X0)). We elaborate each step below.

Gaussian 98), using the charge renormalization scheme (ICOMp_ !IA- Step 1 Determination of the Relationship between
= 2 in Gaussian 98 nomenclature) that scales the polarization ©XY9en RadiusRo and Oxygen ChargeQo. The dependence

charge by a constant factor to conform with Gauss’ faNote of thg radius of thg “terminal” oxygen atom on its partial charge
that several correction schemes for charge renormalizationWas investigated in the set of three solutes, O, and Q.
exist82 and which one, if any, is preferred with which solvation The_se system_s were sel_ected beca_use a S'”Q'e radius value
model is debatabl@254163There are suggestions that, in the suffices to define the cavity and partial or atomic charges are

limit of large dielectric constants, the COSMO method yields ungmblguous, 69“3' te1.0,—0.5, and 00 respectlvely: We
results that are nearly equivalent to those of other methods (suctfdiusted the radii to reproduce the experimental hydration free
as SS(V)PE and the integral equation formalism method) that N€r9ieSAGs" = —99.9+ 0.6, —82.3+ 1.2, and 2.15£ 0.02
simulate surface and volume polarization effée®25These kcal/mol., respect_l\{ely, and obta[ned a satisfactory Imear fit
methods are equivalent to the SVPE method only when no (qorrela’uon coefficient= 0.994) given in eq 1 and shown in
charge escapes the caviff? otherwise, the methods are F'gure 1.

approximate and require some correction, in particular, for small
anions® In any case, detailed calculations with a variety of Ro(A) = —(0.237+ 0.027)Qq| + (1.69+ 0.03) (1)
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TABLE 1: Gibbs Free Energies of Hydration (kcal/mol), Cavity Radii (A), Bond Distances (A), and Atomic Charges

species exptl AGg* eP AGg* nef Ro¢ Rx Dx-o Qx (ORIOAGs¥)®
(on —99.94+ 0.6 —101.2 1.3 1.463 0.024
Oz~ —82.3+1.2 —-84.1 1.8 1.558 0.028
(07} 2.15+ 0.02 —-0.2 2.4 1.700 0.13
HCO,f —76.4+ 2.3 —78.3 1.9 1.47 2.14 1.259 0.872 0.058
ClOz~ —67.3+2.1 —-72.1 4.8 1.52 2.66 1.634 0.435 0.047
NO;~ —69.31+ 0.6 —72.3 3.0 1.58 2.10 1.264 —0.078 0.11
NO3~ —65.0+ 0.8 —68.1 3.1 1.52 2.40 1.260 1.180 0.059
O3~ —71.24+ 0.7 —74.2 3.0 1.56 2.01 1.352 0.112 0.12
CO, 0.1+ 0.01 —2.4 2.5 1.59 2.01 1.161 0.895 0.10
ClO; —1.9+ 0.05 —4.8 2.9 1.60 2.32 1.523 0.746 0.10
NO, 1.0+ 0.05 —1.7 2.7 1.67 1.86 1.196 0.194 0.19
O3 0.8+0.1 —-2.0 2.7 1.66 1.73 1.278 0.213 0.21
SO —2.1+£0.05 —-4.6 2.5 1.61 2.37 1.458 0.697 0.095

aFor anions fromAG° in Table 2; for neutrals from Henry's law constants in ref 48, except the value fdram ref 70.° Electrostatic
component of the solvation free energNonelectrostatic component of the solvation free enetiyalues (except for O, O,~, and Q) obtained
from eq 1 using potential-derived (CHELPG) charges for terminal oxygens; see Tabte/@luated by single-point calculations &iGs* for
values about the value ¥ or Ro in the cases of O, O,~, and Q. AGs*(R) were fit to a polynomial that was differentiated and evaluated at the
value of Rx. These values, multiplied by the uncertainties in the experimental hydration energies, are used to weight the data in multiple linear
regression analysis that yielded parameters for eq 2 and fits shown in FigiuXe=2.C—H group.
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Figure 1. Correlation of cavity radii for O, O,~, and Q with partial °
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More complex functional forms were found to be unnecessary
in light of the accuracy of the fitted data and the quality of the
fit given here and below, vide infra.

Figure 2. Cavity radii for central atoms/€H group in @) anions
and ©) neutrals predicted by eq 2 plotted against radii that reproduce
experimental hydration energies. From left to right, the points are O

I1.B. Step 2: Determination of Rx in Polyatomic Oxo- NO,, CO,, 037, NO,~, HCO,™, ClO,, SO, NOs™, and CIQ™. The line
anions XO,"~ and Related Neutrals.We determined from represents a one-to-one correspondence. Error bars are the products of
DFT calculations on a training set of oxoanions{ONO,, the uncertainty in the experimental solvation energy aRi/QAG* o).

HCO,, NO;~, CIO;~, Oz, NO,, CO,, CIO,, SOy) the partial
atomic charges (often referred to as CHELPG chaP§disit
fit the molecular electrostatic potential with the constraint of

also fitting the molecular dipole moment (taken with respect to Q : -
) «x and Distance X—O. The best radii for the central atoms
the center o atomic charges). The CHELPG chardgs on (denoted X) obtained in step 2 were fitted to a function in which

the terminal oxygen atoms yield values of the radii on these the CHELPG charge on the central ata@y, and the distance

atoms, using th? expression (eq 1) from step 1.' Given the between the central atom and the terminal oxygen atoms,
charges and radii of the terminal atoms, we determined the bes «_o.Were variables:

value for the radius of the central atom X to reproduce the

experimental free energy of solvation. Because the presence of RX(A) = (0.444+ 0.01)Qy| + aDy_, (2)

the solvent usually induces a change in the electronic charge

distribution of the solute, step 2 was iterated until there were wherea = 1.37 for neutrals or 1.5% 0.03 for anions.

no significant variations in the CHELPG charges. In practice,  Figure 2 compares the radii for central atoms predicted by
we found that at most only two passes were needed. Table leq 2 with the actual radii. The points trend with the line for a
lists the experimental energies along with the CHELPG chargesone-to-one correspondence. No trend is evident when the radii
and radii that reproduce the experimental energies usingare correlated with eithdDx_o or Qx alone.

COSMO-PCM (B3LYP/6-313G**, scaling factor ALPHA= Figure 3 compares th&G¢* calculated using radii predicted
1.0, ICOMP= 2). Uncertainties in the experimental hydration by eqs 1 and 2 with experimental values. For neutrals, the
energies were explicitly taken into account by the fitting program hydration energies are predicted to within 1 kcal/mol. The fit
(proFit, QuantumsSoft, Zurich, Switzerland). Numerically de- to anions is within the experimental errors except for that to
termined derivatives of the calculated hydration energies with the formate ion. The source of the lower accuracy for the formate
respect toRx are shown in Table 1. These were multiplied by ion could be in our using a united-atom representation of the
the uncertainty in the hydration energy to obtain the uncertainty CH group or in the gas-phase ion energetics for formate. In
in Rx. The uncertainties estimated in this way for the anions Table 1, we show the electrostatic and nonelectrostatic com-
are in the range 0.05 ARy < 0.13 A. The uncertainties inthe  ponents ofAG¢* that are generated by the Gaussian-98 CPCM
hydration energies of the neutrals are much smaller than for program. Their sum corresponds to the total hydration free
anions. Because the radii that are used are rounded to twoenergy to which we fitted the radii. For the neutrals, the

decimals, we assigned the errors for neutralaRg = 0.005

II.C. Step 3: Relationship between RadiuRx and Charge
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Figure 3. Experimental hydration free energies (kcal/mol) calculated
using radii from egs 1 and 2:@) anions, bottom and left axes and)(
neutrals, top and right axes. From left to right, the points are (anions)
O, 0,7, HCO,, 057, NO,7, CIO,, and NQ~ and (neutrals) S©
ClO,, CO;, Os, NO2, and Q. Lines represent one-to-one correspond-
ences.

TABLE 2: Experimental Free Energies of Formation
(kcal/mol) for Gas and Aqueous Phases

AG° AGY

species 298 K, 1atm note species 298K,1M note
HCO,- —109+2 ab  HCO,- (aq) —85.0+£0.2 ¢
Clo,- —25.4+14 2  ClO; (aq) 7.7+£07 ©
H* 362.6 &g H* (aq) 0 h
NO,~ —39.6+02 2 NO,™ (aq) -8.44+04 i
NO;~ —62.0+£0.7 & NOs (aq) —26.5+01 f
(on 219+02 @ O (aq) 225+04
O, —-10.7+1 a 0O; (aq) 75+£01 K
Os~ —10.8 ad Q05 (aq) 18.4+0.1 &

aRef 48.° AG°(HCOH) = —90.1 + 2; AGy® = 338 + 2.

¢ pKa(HCOH) = 3.751, Ky(HCOH) = —5.4 &+ 0.2.9S from the
B3LYP/6-31H-G** frequency calculation® From E°(ClO./CIO;™) =
0.9344 0.002 V32 fRef 49.9 Ref 53." Assigned value; absolute value
98.6 kcal/mol fromAG°(H*(g)) following the ion conventiot? and
AG® = 264.0 kcal/mo¥* for the hydration of the protod.From
AG°(NOs~(aq)) andE°(NOs/NO,~) = 0.01 V55 | FromAG°(OH(aq))
=6.24 0.2 and K, = 125250 kFromE°(0,/0,7) = —0.325%+ 0.005
V. ' Ref 52.

nonelectrostatic hydration free energy is a significant part of
the hydration free energy such that further improvements in
accuracy would depend on improving that part of the model.

Ill. Comparative Results for Oxoanions in the Training
Set

We carried out benchmark calculations of standard free
energies of hydration for anions and neutral oxides of carbon,
nitrogen, sulfur, and chlorine (QO,, O,~, Os~, NO,~, HCO, ™,
NO;z;~, CIO,~, O3, NO,; CO, ClO, and SQ), including
comparisons with the SM5 solvation motednd the COSMO
solvation modeld® The results including the experimental values
are given in Table 3.
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that it accounts in part for the chemical functionalities in the
molecule. Indeed, the UAHF topology uses van der Waals’ radii
modified according to the atom types, their formal charges if
the solute is an ion, and the number of attached hydrogen atoms.
For example, the radius associated with a carbonyl oxygen is
different than the one associated with an alcohol oxygen. Atoms
carrying a formal charge have different radii than atoms of the
same element with no formal charge. In many ways, the
parameter fitting of the SM5 solvation model also accounts for
the specificity of the electronic structure of the solute and
solvents, although the user does not have control over the atomic
radii used in the model.

The COSMO-PCM/UAHF approach yields absolute hydration
energies of varying accuracy, although they are somewhat better
than those of the SM5 model. For the neutral species, COSMO-
PCM/UAHF gives values that are on averag# kcal/mol too
negative. For the ions, the errors are sometimes larger, especially
for anions that are small or highly localized (e.g-,GD,,
CH3O™ (—91.7 calculated compared te95.2 kcal/mol® from
experiment), and OH(—111 calculated compared t6105 kcal/
mol from experimerif)). It is worth emphasizing that these
errors are 1 order of magnitude larger than the changes obtained
from the use of the suggested “better” charge renormalization
scheme ICOMP= 4. The results essentially hold, whether the
hydration energies are calculated at the gas-phase optimized
structures or using the structures optimized in their respective
phases. The errors discussed above lead to large errors fer acid
base reaction energies, for example, and therefore to unrealistic
pKa and redox potentials.

We recognize that, because the UAHF protocol was conceived
as a “general” procedure for a large variety of mainly organic
compounds, our new protocol, with its focus on a single class
of structurally related oxoanions and neutrals, should yield more
accurate results. However, we emphasize that the choice of eq
1 for the definition of the radii of the terminal oxygen atoms
leads to a significant departure from the UAHF and other
protocols. It can be seen that, when eq 2 is combined with eq
1, the radii of the central atoms in the oxoanions and neutrals
increase with the magnitude of the charge assigned to the central
atoms X. In contrast, the UAHF protocol reduces the radius for
X in oxoanions by a factor equal to 0.3 times the formal charge
on X. For example, in the case of ozonidg QUHAF assigns
1/3 of an electron to each of the three oxygens. Table 4 compares
radii developed by our new protocol with the UAHF radii.
Overall, our radii are significantly different than the UAHF
values, being dramatically smaller for the terminal oxygen atoms
and, in many of the anions, much larger for the central atBms.
Despite these marked differences in radii, the solvation energies
are in good accord with the largest discrepancies arising when
charges are strongly localized {@nd Q7).

These observations caused us to question whether egs 1 and
2 are consistent with the “physics of solvation”. In section VI
below, we examine this question by analyzing the calculated
nitrate ion—water molecular interactions. The conclusions from
this analysis are that our new protocol is indeed more consistent
with the fundamental chemical interactions that govern oxoanion

The free energies in solution include the electrostatic solute/ solvation than other solvation protocols.

solvent interaction and the nonelectrostatic cavity terms. The

zero-point energy correction, the thermal corrections, and the V- Empirically Derived Protocol

entropy corrections to the solvation energy were not made

On the basis of the fitting procedure described above, the

because the geometries barely changed when the structures wengrotocol to predict accurate free energies of solvation involves
optimized in the aqueous environment, for example, using the the following steps:

COSMO model. The UAHF radii topologdl,although originally
devised for the PCM solvation model in conjunction with the
Hartree-Fock (HF) level of theory, has the characteristic feature

(1) Calculate the equilibrium structure of a given oxoanion
using the DFT (B3LYP/6-31tG**) level of theory, and extract
the CHELPG charges.
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TABLE 3: Free Energy of Solvation AGs* (kcal/mol) from the SM5 Model and from the COSMO-PCM Model Using UAHF
Radii and Radii from This Work

SM&5? SM&5? COSMO UAHP COSMO UAHP
species HF/6-31+G* BPW91/6-31G* HF6-31+G* B3LYP/6-31H-G** this work® exptl
CO, 1.7 0.0 —-0.5 0.1 —-0.2 —0.1+0.01
CO —-73.8 —74.6 —67.9 —65.3 —67.9
HCO,~ —74.1 —74.9 —77.1 —-73.1 —73.6 —76.4+ 2.3
COs~ —61.3 —61.8 —-63.1
CO% —277.1 —278.4 —251.8 —257.8 —243.1
Clo, —-225 —-16.5 —-2.7 —-2.2 —-0.7 —1.9+0.05
ClOy~ —91.4 —85.6 —68.5 —67.7 —67.3 —67.3+2.1
ClOs~ —84.2 —83.0 —63 —62.5 —62.5
ClO4~ —68.4 —74.8 —-56.1 —56.5 —54.1
NO, —0.6 —-0.7 —1.4 —-1.0 0.2 1.0+ 0.05
NO,~ —74.8 —75.6 —66.8 —66.3 —-70.7 —69.3+ 0.6
NOs~ —69.2 —68.8 —63.8 —63.1 —64.4 —65.0+ 0.8
NO3z*~ —262.1 —260.0 —267.0
(on —-107 —107.8 —-104.1 —101.2 —100.3 —99.9+ 0.6
O, 0.8 —-7.0 1.4 1.3 2.1 2.%0.02
Oy~ —90.3 —93.7 —78.7 —77.8 —81.8 —82.3+1.2
O3 5.0 —-9.8 0.6 -0.3 1.2 0.7+ 0.1
O3~ —80.6 —85.6 —=70 —68.8 —-70.5 —71.2+0.7
SO, —-10.8 —-13.0 —4.3 —-3.2 —2.8 —2.1+0.05
SO, —84.3 —68.5 —66.3 —67.9
musé 7.7 8.5 1.6 1.7 0.8

a Calculations performed with code HONDO/S-20P Calculations performed with code Gaussian 98 CPCM default UAHF radii (ALRHA
1.2, ICOMP= 2)#? ¢Radii derived from egs 1 and 2Mean unsigned errors compared to experiment.

SCHEME 1: Thermochemical Cycle That Shows How
Gas- and Aqueous-Phase Redox Reactions Are Related
by the Solvation of Reactants and Products

AG®;
Ox™(g) + ne’(g) 2 Red™™(g)
»LTAG%(reactants) ) AG°y(products)
EO

Ox™(aq) + ne’(g) 2 Red""(aq)

TABLE 4: Bond Distances, CHELPG Partial Charges, and

-0.5 0.0

-1.0

Cavity Radii for Species Qo gas
radii . . .
. . y Figure 4. CHELPG charges of the terminal oxygen atoms in aqueous
b
partial charge  (this worky ~ UAHF radii medium vs those in the gas phase for the ani@s6d for the neutrals
species Dy O X (0] X (0] X (O). The solid line corresponds @o(aq) = Qo(gas)— (0.03+ 0.01)
CO, 1.161 —0.448 0895 159 198 1.908 2124 24
CO . 1231 -0397 0205 160 195 1788 2.004 B3LYP/6-31H-G** calculation of the free energy of solvation,
(":'8392 1oz T09%8 0870 147 229 182, 2532 and extractthe CHELPG charges for the solvated wave function.
COZ 1308 —1.204 1613 141 268 1728 18 Wlth the new charges, go baclf to step 2.The iterative procedure
clO, 1523 —0.367 0.735 1.60 2.41 1908 2376 Isrepeated untilthere are no significant changes inthe CHELPG
ClO,y 1.634 —0.717 0435 152 266 1788 2256 charges. For most cases, two iterations will suffice.
ClOs~ 1542 -0.584  0.752 155 267 1818 2286 (4) Finally, reoptimize the structure using the solvation model
ﬁ'gf 1?8(13 _8-%2 égéé ig? i%‘ 1-882 i-go"’ and radii as defined thus far. If the energy and/or charges change
73 . —VU. . . . . . -
NO,- 1264 —0453 —0.094 158 195 1.908 156 _enough to affect the radii by more than 0.01 A, then the process
NO;  1.234 —0.295 0.886 1.62 2.08 1.908 1.8 is repeated from step 2. _
NO5~ 1.260 —0.728 1.184 152 243 1818 1.74 The above protocol is iterative. An abbreviated protocol
NOs2~ 1.344 —0.787 0.362 150 2.19 1728 1.68 would involve no iterations (i.e., with the gas-phase CHELPG
o- -1 1.45 1.44 charges simply determining the atomic radii according to egs 1
827 85 i'gg ﬁ'gg‘é and 2). Figure 4 plots the CHELPG charges of the terminal
7 —VU. . . . . .
Os 1278 —0.104 0208 166 184 1.854 1692 ©Oxygen atom in s_olut|on versus CHELPG charges in the gas
05~ 1.352 —0.542 0.083 156 2.09 1.788 1.68 phase. The solution CHELPG charges are found te-Bed3
SO, 1.458 —0.351 0.702 1.61 230 1.908 2.376 au more negative than the gas-phase CHELPG charges. This
SO 1542 —-0.628 0256 154 245 1788 2256 finding establishes that one can use the gas-phase CHELPG

2 Radii derived from egs 1 and 2Includes a scale factor of =

1.2.¢X =CH.

(2) Apply egs 1 and 2 to get the radii for the terminal oxygen

charges in connection with eqgs 1 and 2 without iterating.
Iterating would be warranted if the solution CHELPG charges
fall outside the tolerances for the equations.

atoms and the central atom from the knowledge of the partial V. Applications to Oxoanions outside the Training Set
charges, the total charge of the species, and th®Xlistance.
(3) Carry out a COSMO(ICOMP= 2, ALPHA = 1.0)/

We applied the above protocol to several oxoanions outside
the training set. These included €Q CG;~, CO:2, NOZ,
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TABLE 5: Comparison of Predicted and Experimental Reduction Half Reactions of Oxoanions and Neutrafs

AG°(g) kecal/mol E° (aqg) V vs SHE
B3LYP/ B3LYP/ B3LYP/ B3LYP/

reduction half-reaction exptl 6-31+-G** a-pVTZ G3B3 6-3114+-G** a-pVTZ G3B3 exptl
COx(g) + & = CO, (aq) 5.8 6.5 135 -1.70 —1.74 —2.00 -1.90
CO,(g) + H*(ag)+2e” = HCO, (aq) 3765 —380.9 —3804 -3762 —022 -0.24 —0.29 -0.219
COs(ag)+ 2H"(aq)+ e~ = COx(g) + H-O() —-736.4 —747.1 2.16 2.65 2.65
COs~(ag)+ 2H*(aqg)+ 2~ = CO, (aq)+ H.O(l) —730.6 —733.8 0.23 0.33 0.38
CO:2(aq)+ 3H*(aq)+ 2~ = HCO, (aq) + Hz0()) —1202.4 —1202.6 0.96 0.96 0.318
NO.(g) + & = NO,(aq) -519 -52.8 511 —52.0 0.96 0.88 0.95 0.90
NOs(ag)+ e~ = NOs~(aq) -89.7  —88.9 —89.8 2.39 2.46 2:32.6¢
NO;(ag)+ e~ = NOs?~(aq) 138.3 1451 —1.54 -1.79 -0.9
ClOy(g) + e = ClO; (aq) —54.7 —57.4 —51.3 —49.6 0.99 0.72 0.68 0.934
ClOs~(ag)+ 2H"(aqg)+ e~ = ClOx(g) + H.0(l) —~7305 ~—723.0 -712.9 1.93 1.60 1.20 0.89
ClOs~(aq) + 2H*(ag)+ 2~ = CIO,~(ag) + H20() —-787.8 —7743 —7625 1.46 1.16  0.94 0.91
ClOs~(ag)+ 2H*(aq)+ 2e~ = ClOs~(aq) + Hz0()) -7983 ~—788.2 —775.2 1.78 155  1.30 1.24
SOy(g) + e = SO, (aq) -262 —382 —349 -—256 0.21 0.06 —0.31 —0.30"
H*(aqg)+ e = Y2H(g) -361.7 -363.4 —363.5 —362.8 o 0 0 o
mean unsigned errérs 3.7 4.5 1.2 0.36 0.17 0.10 (0.05)

a Gas-phase free energiesS@°) and aqueous-phase electrode potentia?3. (Standard states: gas phase, 298 K, 1 atm; solution phase, 298 K,
1 M (solutes), 1 mole fraction (liquid wate) From eq 5, wheré is Faraday’s constant (23.06 kcal/m®l), n is number of electrons transferred
in the half reaction°(e™, gas)= —0.87 kcal/moF? andG°(H™, gas)= —6.3 kcal/mol. Solvation energies obtained from the Gaussian98 CGSMO
polarizable continuum model using B3LYP/6-31G** gas-phase optimized geometry, ICOMR charge renormalization and radii predicted with
egs 1 and 2, exceppGs°(H") = —264.0 kcal/mok* AG°(H.O) = —2.05 kcal/mol.c Derived from standard heats of formation and standard
entropies from ref 48 except that entropies for €IONO;~, and Q- are from B3LYP/6-313+G** frequency calculations? B3LYP/AUG-cc-
pVTZ/IB3LYP/6-31H-G**. eref 54.f From E[COx(g)HCOH(aq)]= —0.20 V and [K, = 3.751 for HCQH.%® 9 From E[CO;~(aq)/CQ% (aq)=1
V.56 hFrom BP[CO,(g)/CQO, (aq)] and B[CO; (aq)/CQ? (aq)], entries 1 and 3 of this tableFrom entry 2 and logk = 16.69 for CQ(aq) +
H,0(l) = CO%~ + 2H"(aqf® andKy(CO,) = 0.034 M/AtmM#*8 i From E[NOz(aq)/NG:~(aq)] = 1.03 \V#7 andKy = 0.007 M/Atm#8 kref 58! ref
1b. Mref 52." From E[CIO, (aq)/CIQ(g)] and E[CIO4 (aq)/CIG:~(aq)]. ° From E(CIO./CIO, ™), E°(CIO/CIO,~) and B(CIO; /CIO47). P ref 60.
aref 59." Assigned value. Absolute potential is 4.24 V based oAtz (H™) = 361.7 kcal/mol (electron convention Fermi-Dirac statistitahd
AGL(H') = —264.0 kcal/mok* Absolute potentials computed with B3LYP/6-3&tG**, B3LYP/AUG-cc-pVTZ and G3B3 are 4.31, 4.32, and
4.28 V, respectively. Differences are due to differences in the value&%t,) calculated by these method€xcluding reactions involving
dianions and, in parentheses, reactions involving Ciote the calculated values for gas-phase electron affinity ok @G kcal/mol compared
to <1 kcal/mol for the other species.

SO, CIOs, and CIQ~. The hydration energies of these phase reagentd M for aqueous solutes, and a mole fraction
species cannot be obtained from experimental data because ga®f 1 for liquid water. We do not solvate the electron because
phase free energies of formation are lacking. Accurate redox the process cancels out when the potential of eq 3 is referenced
potentials of reactions involving these species are available into the SHE potential. In some of the reactions, water or protons
the literature. Therefore, we comput&d for electrode half- are consumed or produced. In these cases, we used the
reactions that link the above species with one of the ions or experimental values for the free energy of water condensation
neutrals from the training set. These are shown in Table 5 along(eq 6) and the hydration free energy of a proton (eq 7),
with electrode reactions (entries 3, 5, and 9) that involve only respectively, so that errors are limited to the species of interest.
species within the training set.

The reactions are of the form H,0(g)=H,0() AGs = —2.05 kcal/mal®® (6)
Ox"™M@aq)+ ne” = Red """(aq) (3) H'(@=H"(aq) AG,°=—264.0kcallmol (7)

for which the potential is defined &= —AG/(nF) whereF is
Faraday’s constant (23.06 kcal/mal/V).

The E° values in Table 5 are referenced to the standard
hydrogen electrode (SHE) half-reaction, eq 4, which is assigned
a value of 0 V.

From eq 5, it is evident that the accuracy of the calculation
depends on calculating the energies for the gas-phase reaction
and the hydration of the reactants and products accurately. The
gas-phase reaction free energies were calculated in three
different ways: (1) using the B3LYP functional with the
6-311+G** basis set; (2) using the B3LYP functional with the
aug-cc-pVTZ basis set; and (3) and using the empirically
. ) ) corrected ab initio G3B3 protocol with the inclusion of

However, the absolute potential of eq 4 is 4.28%0 this thermochemical corrections to 298 K and 1 atm of pressure.
amount is subtracted from the potentials computed for eq 3. pyygration free energies were calculated in the same manner as
We calqulated the potentlgls using the thermodynamic cycle ¢4, the training set, using B3LYP/6-3#1G** optimized gas-
shown in Scheme 1. It involves the gas-phase (electron phase geometries and COSMO-PCM with cavity radii defined
attachment) reaction and hydration reactions of reactants andby egs 1 and 2.
products, which leads to an expression Ergiven by eq S. The results in Table 5 generally show close agreement beween
Eo — the calculatede® values and those from experiment for the

o o o monoanions when the G3B3 method is used to calculate the
—[AG*(gas)+ ZAGS (products)- ZAG; (reactants)](S) gas-phase reactions energies, although poor agreement is
(nF) — E, obtained for one-electron reduction potentials involving £10
This may be traced to the poor performance of G3B3 in
where the standard states refer to 298 K and 1 atm for gas-calculating the gas-phase reactions of g£lfr example, the

2H"(aq)+ 2€ () = H(9) (4)
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Figure 5. Electrostatic potential contours, electron isodensity contours, and minimum interaction energy (MIE}nittiecontours for N

(left) in the molecular plane and (right) perpendicular to the molecular plane along-e@el¥nd. Electron isodensity contours values:)(5 x

104 (---) 2 x 108, (— ——) 1 x 102 e /al’. Electrostatic isopotential contour values for unit positive test charge (kcal/mol): (light gray)
>—75, (dark purple)-94, (dark blue)-113, (dark green)-132, (yellow)—151, (red)—169; (*) H-bond critical points; (red lines) wateoxygen

MIE surface; (light-blue lines) watethydrogen MIE surface.

electron affinity (Table 5) differs from experiment bys kcal/ oxygen atoms. At large distances, the ELP corresponds to a
mol. Larger errors of-1 V in the aqueous reduction potential nearly spherical envelope surrounding the ion.

are obtained in the calculation of dianions. Although the problem The interaction of a water molecule with nitrate is governed
here may reside in poorly calculated gas-phase energies fortg a very large extent by electrostatic interactions. Ebner. @t al
dianions, we do not rule out the pOSSIbI'Ity that egs 1 and 2 calculated HF/6-314+G** energies for a |arge number of

may not be applicable to dianions. nitrate-water configurations. These authors obtained an analyti-
) ] o cal expression representing the 3D surface of interaction. These

V1. Nitrate —Water Interaction and the Implication for authors report that when the water molecule approaches nitrate

Aqueous Solvation in the region above the nitrogen atom an attractive interaction

In support of the qualitative trends observed with the newly €nergy is obtained only when the water molecule approaches
presented protocol that suggests a large radius for the centrafitrate with one of the hydrogen atoms first, and a repulsive
atom of the oxoanions, we carried out a computational interaction is observed when the water oxygen atom approaches
characterization of the electronic structure of the nitrate ion, closest to nitrate. This observation is corroborated by the
including B3LYP/6-313G** calculations of the electrostatic ~ observation made above that, despite the large partial atomic
potential (ELP) of the ion. Note that the Mulliken population (Mulliken or CHELPG) charge assigned to nitrogen, there is
analysis of the KohrSham DFT wave function assigns a partial o region of positive ELP anywhere around the nitrate ion. As
charge of+0.65 to nitrogen and-0.55 to each oxygen atom. & consequence, the interaction of a water molecule with nitrate
The CHELPG charges are0.92 and-0.64, respectively. These ~ Will be as a hydrogen bond donor from everywhere in space.
partial charges are to be contrasted with the formal charges ofSpecial cases of the nitratevater interaction are those corre-
0.0 for nitrogen and-0.33 for oxygen assigned by the UAHF  sponding to (local) minima in which a water molecule attaches
scheme. ELP contour plots in the plane of the molecule and in t0 & lone pair of one of the oxygen atoms, as shown first in the
the plane perpendicular to the molecular plane passing throughwork of Ebner et al” and recently in the work of Wang et &.
nitrogen and one oxygen atom are displayed in Figufé 5. Also displayed in Figure 5 are the isodensity contours

The ELP contours in the molecular plane show clearly the corresponding to the density values 0k51074, 2 x 1073, and
lone pair sites on the oxygen atoms. There are six of these sitesP.01 e/a8. It can be noted that in either one of the cut planes
and they are sites of strongest electrostatic interaction. Beyondthe isodensity contours follow the shape of the ELP contour,
these sites lies a region of lesser electrostatic interactidi® ( except in regions around nitrogen above and below the
kcal/mol for a unit positive test charge) that surrounds the molecular plane and bisecting the-®@—0O angle where the
molecule. The electrostatic potential slowly decreases further isodensity contours hug the molecule much more than the ELP
in a spherical region away from the ion. The ELP displays the contour does. A consequence of using an isodensity surface as
3-fold symmetry of the molecule. the cavity boundary is that it allows the charges induced in this

In the perpendicular plane, the upper portion contains an region of the dielectric continuum to reside much more closely
oxygen nucleus, and in that region the ELP is strong. At the to the nitrate ion than a solvent water molecule could approach
opposite end, the plane bisects two NO bonds, and there is alsaon the basis of the ELP.The same observation applies to the
a region of strong ELP. It is striking that there is an ELP hole cavity defined on the basis of the UAHF protocol. The cavity
in the regions above and below the nitrogen atom where theis ~0.7 A closer to N compared to the cavity defined by this
ELP is ~60 kcal/mol weaker than in the region around the work. (See data for the nitrate ion in Tables 1 and 3.) The closer
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can be seen in Figure 5 where the H surface lies close to the
terminal oxygen atom but much further out in the bisecting
region, including bulging out above and below the nitrogen
atom. The shape of the MIE surface is consistent with the
weaker ELP in these regions. It is worth remembering that the
nitrate—water interaction potential, even if represented by a
classical potential expression, combines the long-range elec-
trostatic attraction/repulsion between nitrate and the partial
atomic charges of water with the short-range repulsion (captured
in the Lennard-Jones terms of the classical potential) to give
Figure 6. Three-dimensional representations of the H surface corre- 1€ t0 the trough around the solute. It should also be stressed

sponding to the minimum interaction energy surface for nitratater that the MIE surface is a constrained surface of minimum
showing on the inside (left) the nitrate ion and (right) the dielectric interaction energy for fixed Euler anglésandg. The mode of
continuum cavity using radii from eqs 1 and 2. representation of Figure 6 says nothing about the magnitude of

the interaction energy or the existence of a local minimum-
approach of the continuum in isodensity and UAHF models is energy conformation. The most stable conformations are those
offset by their tendency to place the cavity further from the of the monodentate binding structure with respect to the oxygen
oxygen ¢-0.1 and 0.3 A, respectively). These features must be |one pairs in the molecular plane. As the water molecule rolls

a source of canceled errors. on the nitrate surface, the interaction energy decreases or
Neither of the studies of the nitratevater system by Ebner  increases depending on its position on the surface.
etal’’ and by Wang et al® shows a local minimum interaction Also displayed in Figure 5 are the bond critical points (BCPs)

energy structure where the water molecule would bind to nitrate petween the nitrate and water subsystems as the water is rolled
above or below the nitrogen atom. The ELP contours of Figures around the surface of the nitrate. BCPs are-3) stationary
5 and 6 are consistent with the findings by these authors. We points of the electron density of the total system. In the atoms-
can then ask the question, How close to the nitrate ion can ajn-molecules theory of BadéP, surfaces with zero flux of
water molecule come? Along the line of work by Smith and gjectron density define the separate atoms of the system. BCPs
Hall*® we generated a 3D surface of minimum interaction are Jocal maxima on those surfaces and can be thought of as
energy (MIE) for the nitratewater system. To this end, We  the points at which solute and solvent just come into contact.
used the interaction potential developed by Ebner €t al ecause a BCP surface defines (in terms of electron densities)
Assuming that nitrate lies in the,(y) plane with N at the origin,  the boundary between solute and solvent, it may be expected
we define many directions on a unit sphere by means of the to hear some relationship to the most appropriate dielectric
Euler anglesd, ¢). For a given direction, we determine the  cayity surface. Bentléy has shown, using helium as a probe,
distanceR(6, ¢) of the position of the oxygen atom of a water  that a surface defined by BCPs of helitisolute interactions
molecule corresponding to the MIE for fixetlandg angles.  strongly correlates with electron isodensity contours of the solute
We selected steps of & 6 andg to scan the 3D MIE surface.  molecule. In the present case, the much stronger nitrager
In essence, we are “rolling” a nonvibrating water molecule jnteraction distorts the BCP surface away from the isodensity
against the nonvibrating nitrate ion infinitely slowly at a  syrface of an isolated nitrate ion, generally in the direction of
temperature of 0 K. For each of the optimized wateitrate the water-hydrogen MIE surface. This is reasonable because
structures, we take the coordinates of the hydrogen atom closesihe BCPs in this system generally join the proton involved in
to nitrate to create a hydrogen surface and the coordinates ofnydrogen bonding to the nearest atom in the nitrate. Note that
the oxygen atom to create the oxygen surface. The hydrogenthe BCP surface lies inside the cavity surface defined by the
surface is displayed in Figure 6. radii of the nitrate ion in Table 2 or 3. This conforms to the
We found that for all pairs of angle®(¢) the H atom of  general phenomenon that dielectric cavities are slightly larger
the probe water molecule is closer to nitrate than the O atom of than molecular dimensions, as illustrated by the-1L2 scaling
the probe. This is consistent with the envelope of negative ELP f yvan der Waals radii for use in PCMNote also that no BCPs
that surrounds the nitrate ion, including the regions above and appear in the lower portion of the perpendicular plane of
below the nitrogen atom. Also consistent with the ELP contours jnteraction in Figure 5 nor directly over the nitrogen nucleus.
is the fact that the probe water molecule comes close to the This is because even when the water is positioned in these
oxygen of nitrate in the region of the minimum-energy |ocations the hydrogen is interacting with the nearest nitrate

structures.”’® The probe molecule stays perceptibly further oxygen such that in the lower part of the Figure the BCPs are
away from nitrate in the region above and below nitrogen. The oyt of the plane of the Figure.

H surface also shows a cusp corresponding to the water molecule
rolling over a}nd passing through a bidentate structure that is Summary and Conclusions
not a local minimum at the DFT(B3LYP)/6-3+1G** level of
theory but rather a transition state between two symmetry- In conclusion, we derived an empirical correlation of
equivalent minima with monodentate character. experimental hydration energies with quantum-derived descrip-
Where the 3D H and O surfaces cut the molecular plane andtors, which yield species-specific radii that reproduce experi-
the perpendicular plane is shown also in Figure 5. In Figure 5, mental energies with a high level of accuracy for a training set
we also show selected positions of the water molecule as it rolls of oxoanions. The equations do not require any knowledge of
over the nitrate surface. It can be seen that the H surface closelythe van der Waals radiDx o effectively replaces the need for
follows the ELP and isodensity contours around the terminal O VdW radii and hybridization corrections. We demonstrated that
atoms of nitrate, but it departs significantly from them in the our protocol is applicable to anions outside the training set,
bisecting region. Consistent with the H-donor type of bonding including systems for which solvation data are lacking. Ap-
for the water molecule, the O surface remains further out than plication of the protocol to a wider class of oxoanions is in
the H surface. The most striking features of the MIE surface progress. We are currently considering the extension of the
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approach described in this paper within the same protocol and/

or using other solvation models to calibrate radii for other solutes
(e.9., N, N3, N37, NO, O, RNO, RNGQ, R;SO, RSO,
RSG;7, CN, CN7, RCN, RS, RS, RO, RO, and ROR as well
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